
Probing GPT-4 for Knowledge of Journalistic Tasks
Charlotte Li

Northwestern University
charlotte.li@u.northwestern.edu

Nicholas Diakopoulos
Northwestern University
nad@northwestern.edu

ABSTRACT
"What is an AI system’s comprehension of journalism tasks?" This
is an important question to ask as conversations around building
agents for use in newsrooms are advancing. In order for an AI
system to serve as an agent for specific journalism tasks, it must
have some understanding of the work of journalism and how tasks
within it break down. In this paper, we assess the level of compre-
hension that GPT-4 has of journalism tasks using work activity and
task descriptions from O*NET. We conduct a qualitative analysis
of the output from GPT-4 and construct a journalism task taxon-
omy. We find that the output from GPT-4 covers the majority of
descriptions in the baseline and offers new insights into journalistic
tasks. We propose recommendations for future practitioner-centric
research based on our results.
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1 INTRODUCTION
As AI becomes more integrated in people’s everyday life and work,
conversations around building agents to assist with tedious tasks
in various workspaces, including newsrooms, have also surfaced.
So-called “agentic AI” systems have been defined as those that “can
pursue complex goals with limited direct supervision. [28]” To be
able to autonomously assist with newswork, an AI agent needs
to take a high-level directive, like “write me a news article about
the latest social trend” and break it down into tasks that it can
accomplish towards achieving that larger goal. In other words, it
needs to have a sense of the work of journalism and how tasks
break down so that it can plan out the work.

The depths of a generative AI model’s knowledge of the tasks
inherent to producing news should be indicative of its potential to
leverage that knowledge as an AI agent. However, it is difficult to
test the level of comprehension some commercial state-of-the-art
generative AI systems might have for journalism tasks because
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of the lack of transparency in publicly available training data and
the rapid rate at which these systems are being updated. While
research in both agent-based frameworks and in the future of work
has recently explored the role generative AI can play in different
professional settings [13, 17, 34], little has touched on the field of
journalistic work, especially when it comes to how generative AI
can play a role as a supportive agent.

This paper sets out to address this gap in the current literature by
conducting black-box testing [31] on GPT-4’s knowledge of tasks
that a journalist would do. We use pre-existing work activity de-
scriptions of news analysts, developed by research teams at O*NET
[20], as prompt inputs for GPT-4, and we analyzed the tasks out-
putted by GPT-4 by comparing them against baseline tasks from
O*NET and by situating them in related research literature. We
find that although news tasks differ depending on one’s role in the
newsroom, the type of newsroom, and the subject of their reporting,
the news tasks output by GPT-4 were sensible. They cover most of
the baseline tasks and detailed activities described by O*NET, and
they offer an additional task category: journalism training, which
was not mentioned by the baseline.

Our findings contribute to computational journalism research
by providing a preliminary assessment of GPT-4’s knowledge of
journalism tasks, a taxonomy of journalistic tasks, and implications
for future research directions. The results of the assessment sug-
gest the potential for developing generative AI-powered agents
for planning and breaking down tasks in journalism, although an
unaddressed question is the degree to which such agents would
be able to effectively carry out such planned tasks. The taxonomy
produced in this experiment can also serve as a framework for
conducting human-centric evaluations of journalistic work. Specif-
ically, we recommend that more work be done in understanding
success metrics and AI assistant-viability of these tasks.

2 RELATEDWORK
The idea of incorporating computer systems as an agent in corpo-
rate workflows has been around since the 1990s in data engineering
[6]: frameworks for constructing artificial intelligent agents were
being developed to support well defined tasks such as information
filtering [29] and decision making [5]. With the modern develop-
ment of machine learning technologies, agent-based frameworks
are now actively used for studying a more diverse set of research
questions, ranging from misinformation [22] to migration [19].
Additionally, the introduction of generative artificial intelligence
greatly expands the task space for intelligent agents, causing im-
plications of generative technologies for agent-based modeling to
be an eminent and active topic of research[28]. This paper extends
the line of agent-based framework research by situating a state-of-
the-art AI system as an agent in the specific domain of journalism
and assessing its capability as an agent tasked with newswork.
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Another area of relevant research is related to the implications of
generative AI in the future of work. Research in this area explores
the usage, evaluation, and impact of generative AI in howwork gets
done. Specifically, some research has been done on how different
occupations, such as entrepreneurs [17] and data scientists [13],
are changing their work with the introduction of generative AI.
In this paper, we contribute to this line of research by assessing
how generative AI can be used by journalists for accomplishing
various news-production-related tasks. Moreover, given the person-
alized and varied nature of work, researchers have deployed several
different methodologies to analyze the impact of generative AI in
work, such as user-centric participatory studies [34] and large scale
quantitative approaches [12]. While some of this research touches
on the field of journalistic work, it has not studied the kinds of roles
generative AI can play in the day-to-day work of a journalist as
a supportive agent. This paper is thus an early exploration of the
depth of GPT4’s knowledge about journalistic work and what it
means to incorporate generative agents in a journalism context.

3 METHODOLOGY
3.1 Establishing a Baseline of Occupational

Information
In order to understand the quality of GPT-4’s knowledge about
journalism tasks, we leveraged the O*NET Resource Center [20] for
expert-validated occupational information about journalists. Specif-
ically, we looked at the News Analysts, Reporters, and Journalists
occupation, which includes a ranked list of work activities that tend
to be more “important” to the occupation (N=19 work activities), a
list of detailed work activities that are performed across a small to
moderate number of occupations within a job family (N=15), and a
list of tasks that are specific to this occupation (N=30).

We further examined the methods used by O*NET to develop
these lists to understand the meaning and proper interpretation of
them. The work activity list was developed in 1997 based on a few
job analysis questionnaires [23]. Examples of work activities include
“Getting Information,” “Interpreting the Meaning of Information
for Others,” and “Thinking Creativity”, and they are assigned an
importance score based on the O*NET rating scale of 1-5 of impor-
tance collected through surveys with practitioners. The task list
was developed by “job analyst observations, job holder and supervi-
sor descriptions elicited in group discussions, and task inventories”
[14]. Tasks are kept up-to-date with write-ins from practitioners
and teams of researchers [8, 11]. Lastly, detailed work activities
were developed as an intermediate between occupation-specific
tasks and more generalized work activities to compare occupations
within the same industry, and an example of detailed work activities
looks like “Interview others for news or entertainment purposes.”

In our study, we utilize the list of general work activities to
prompt GPT-4 for detailed descriptions of journalism tasks to assess
its performance against the more detailed work activities and tasks
developed by the experts at O*NET.

3.2 Data Collection with GPT-4
We used the following prompt as input to GPT-4 (accessed as the
gpt-4 model name through OpenAI API on March 29th, 2024) to

produce a list of tasks that are related to each of the 19 general
work activities.

‘For the following work activity, please give one
sentence each for as many tasks as possible that a
journalist might do that are related to it. Please
avoid providing duplicated tasks, and the level of
specificity should be consistent across all tasks. Work
Activity: {activity name} — {activity description}’

A few things are worth noting in this prompt. First, we only
prompt once per activity while asking GPT-4 to come up with as
many tasks as possible related to that activity. This is because when
we set out to prompt GPT-4 multiple times for the same activity, it
often repeats some tasks across several different responses, intro-
ducing an extra difficult step to de-duplicate the data. Additionally,
we explicitly asked GPT-4 to create non-repeating tasks in the same
level of specificity, in order to obtain results that are unique and
conceptually comparable to each other in terms of level of detail.

3.3 Analysis
With the output from GPT-4, we then manually clustered each
task, disregarding the corresponding work activity in its prompt.
We iterated on inductively labeling and re-clustering these tasks
until some larger themes emerge [4], resulting in a journalistic task
taxonomy. We further cross-reference this taxonomy with with
the O*NET task list and detailed work activities list in order to
elaborate on more qualitative differences in our analysis.

4 RESULTS
We obtained 285 task descriptions in total across the top 19 most
important activities listed, each activity receiving 10 to 20 tasks.
These task descriptions were organized into 6 high level categories:
gathering information, sensemaking, editing, publication
and distribution, productivity, and journalism training. Each
high level category is further divided into several sub-category
codes. We present an overview of each high level category for the
purpose of analysis below.

• Gathering information: This category of tasks includes
tasks that aim to monitor, source, and gather information
for reporting purposes. Tasks under this category are orga-
nized by the type of sources involved in information gath-
ering, the method used for information gathering, or ways
to maintain sources. For example, social media is a type of
source, for which “A key task could be monitoring social me-
dia channels for breaking news and trending topics” would
belong. Other source types mentioned include: represen-
tatives/spokespeople, experts, scholarly sources, and other
media. Methods of information gathering, on the other hand,
can include tasks such as interviewing: “A journalist may
conduct in-depth interviews with key individuals related to
the story.” Other methods related to information gathering
included crowdsourcing, field work, information requests,
translation, and transcription. Lastly, an example of source
maintenance looks like “A journalist might establish rela-
tionships with insider sources for exclusive information.”

• Sensemaking: This category consists of tasks that journal-
ists do to make sense of information or concepts for different
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purposes. It includes tasks such as ideation (e.g., “A journal-
ist might come up with a fresh angle to approach a widely
reported story.”); judging the newsworthiness of an item (e.g.,
“A journalist may assess the newsworthiness of a press re-
lease or tip.”); analyzing contents of different source types
(e.g. text or data and statistics) and domains (e.g. politics,
law, finance, culture, technology, health, entertainment, sci-
ence, and history); conducting archival research; or making
sense of multimedia content. Sensemaking tasks may thus
intersect with tasks during many other phases of production
such as gathering, editing, and publication.

• Editing: This category includes tasks that involve checking
and editing work in progress for readability, accuracy, legal-
ity, and other journalistic editorial judgments related to stan-
dards and ethics. An example task for checking readability
looks like “Theymight judge the readability and coherence of
their own piece before publishing.” An example of checking
for accuracy is “They might have to cross-check data from
multiple sources to ensure consistency.” For legality it might
be, “They may communicate with a legal team to ensure
the information they publish is lawful and ethical" and for
standards checking an example is, “Journalists may decide
on the most ethical manner to present sensitive information
to avoid harm and maintain integrity."

• Publication andDistribution: This category includes tasks
that aim to publish and deliver content to an audience that
maximizes information spread and readership. Tasks in this
category represent a wide variety of ways to deliver informa-
tion to readers, such as live delivery (e.g., “They may deliver
information to the public through live broadcasts or social
media updates.”), or publishing content with online formats
(e.g., “A journalist could send newsletters or email updates
to subscribers, updating them on recent news or articles”).
This category also includes ways journalists may interact
and engage with their audience including via hosting pub-
lic discussions or engaging through social media or other
digital channels in order to understand the impact of their
publication and receive feedback. It is important to note here
that different technologies, such as newspaper and broadcast
have different relationships with publication and distribu-
tion. Finally, we included tasks related to audience analytics
in this category, such as using "analytics tools to track the
performance of their articles online."

• Productivity: Tasks in this category have the goal of in-
creasing productivity and ensuring the prompt delivery of
the work that journalists do. Tasks here include organizing
workspaces and time (e.g., “They may maintain a digital cal-
endar of upcoming news-worthy events.”);managing content
to be published (e.g., “They might utilize an online content
management system to upload their articles, along with rel-
evant photos or videos.”); planning for work and projects
(e.g., “They may establish a plan for conducting background
research around the topic of their story.”); and coordinating
with other news employees (e.g., “A journalist may meet in
person with their supervisor to discuss concerns or ques-
tions about a current assignment”). This category can also

intersect with other categories such as publication and distri-
bution, as planning happens with the goal of accomplishing
other tasks in mind.

• Journalism Training: This category of tasks is related to
personal and skill developments for journalists to improve
their expertise as a journalist. This includes training in writ-
ing (e.g., “They could take part in training or a workshop
to master a new style of writing or reporting.”); using tech-
nology (e.g., “They might learn to use a new software for
data visualization to make their articles more engaging.”);
or participating in training that is general to the work of
journalism (e.g., “They would participate in training and
development activities with colleagues for team building”).

5 DISCUSSION
Overall, tasks generated by GPT-4 cover a good portion of the de-
tailed work activities (13 of 15) listed on O*NET. The activities that
were not covered by the output were both related to operating equip-
ment: “Operate communications, transmissions, or broadcasting
equipment” and “Operate still or video cameras or related equip-
ment.” A surprising observation with respect to the detailed work
activities was that among the 285 tasks outputted by GPT-4, writing
as a task is only directly mentioned once in the context of journal-
ism training. In comparison to the task list on O*NET, the output
of GPT-4 again covers the majority of the tasks, except “Transmit
news stories or reporting information from remote locations, using
equipment such as satellite phones, telephones, fax machines, or
modems.” Admittedly, this task is reasonably subsumed by digital
conveyance of information via the internet in general now.

For tasks that are covered by both O*NET and GPT-4 output,
O*NET tends to include several actions as one task, whereas each
task produced by GPT-4 is more specific to a particular goal or
action. Moreover, O*NET tasks mention “writing” proportionally
more (3 of 30) than the GPT-4 output (1 of 285). While this might
be attributed to the language used to prompt GPT-4, which was
adapted from O*NET general work activities and doesn’t explicitly
mention writing as an activity, it might reflect a gap in GPT-4’s
understanding of how journalists go about achieving each task.
Indeed, although GPT-4’s coverage of the tasks of what constitutes
newswork appears to be comprehensive, an open question that our
data cannot address is whether GPT-4 would be able to plan to
(successfully) undertake those tasks. Another surprising observa-
tion is the mention of journalism training in GPT-4 output without
keywords related to “training” or “learning” being relayed to GPT-4
during prompting. This is an addition that is not mentioned in
either the task list or the detailed work activities list on O*NET.

Knowing the output of GPT-4 aligns rather well with descriptions
on O*NET, we next discuss implications and limitations of the task
taxonomy. For each of the high level codes, we reviewed existing
literature or frameworks that might be useful for understanding
goals and successes related to tasks within it. These frameworks
might also serve as a basis for constructing agentic systems to assist
with those tasks.

An area of research that overlaps with tasks in the category of
gathering information is Computational News Discovery (CND),
though tool prototypes for gathering information also incorporate
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sensemaking as an integral part [32]. A framework for CND was
proposed based on interviews with journalists [10]. Furthermore,
some studies and tools were developed to support content discov-
ery [18, 21], but they are limited to certain types of sources and
applied domains such as politics or science. Additional types of
sources, such as social media and experts and additional sourcing
methods such as field work or public record requests invite further
exploration for implementation in an agentic system. Moreover,
the task of source maintenance as practiced in journalism [25]
is an unexplored dimension of computational systems that could
benefit agentic systems as they build networks of sources with
relationships they can rely on for information discovery.

Sensemaking has been an active area of research within HCI
for the past 25 years [26] and continues to attract attention today
[15]. An existing framework that may apply to situating sense-
making as a task for journalistic agents is Yang & Soergel’s work
[37] on a model for individual sensemaking because of its focus
on the iterative and cognitive sensemaking process, which aligns
well with processes in journalism, though additional work is called
for on team-based sensemaking processes. In journalism, aspects
of sensemaking that emerged in our taxonomy have been studied
computationally including around newsworthiness [21], creativ-
ity support for ideation on things like angles of coverage [24] or
studies of data journalists and their approach to analysis and use
of statistics [33, 36]. At the same time, studies of sensemaking
as an overarching process within journalism have seldomly been
explored [32]. Further explorations of sensemaking in terms of jour-
nalistic values and newsworthiness could be beneficial for building
agentic systems in journalism such that how information is made
sense of aligns with typical normative or value-based goals within
the field [16].

In terms of editing, well known AI-commercial tools, such as
Grammarly, exist for grammatical editing, and newsroomguidebook-
specific copy-editing plugins have also been developed [9, 30]. Re-
search on fact-checking [2] and legality alignment [3] are both
active and can be applied to an agentic system in journalism, albeit
with important questions about how and whether an autonomous
system can be trustworthy enough to make judgements about truth
or the alignment with legal interpretation and precedent. A chal-
lenge for operationalizing editing for a journalistic AI agent circles
back to sensemaking in journalism: determining whether the use
of particular language fits certain journalistic values.

With respect to production and distribution, two existing areas of
research that might be relevant to related tasks are personalization
and user engagement, which would help conceptualize audience
engagement and audience analytics for a journalism agent. Multi-
modal models can also help situate different mediums and formats
of information delivery (e.g. video generation, voice generation),
and the capacity of AI agents for guiding public discussions [1]
(online or perhaps even offline) presents an interesting avenue for
future research.

A research area worth mentioning for productivity is collabora-
tive work. Within it, the Model of Coordinated Action is a frame-
work for conceptualizing collaborative situations [7]. Given the
collaborative nature of newswork, such a framework could be help-
ful for informing an AI agent in partaking in teamwork. Planning
is another area of research within productivity that would benefit

from further research in terms of agents’ capacity to plan larger arcs
of content coverage and organize work over longer time periods.

In regards to journalism training, some recent research has ex-
perimented with the idea of simulating AI agents as coaches [35],
though it is not a concept that has been situated in any particular
framework. While research on soft skill development may apply
partially to a journalism training agent [27], the development of
skills that are specific to journalism warrants more research, and
could relate to developing a range of different skills needed to
support many of the journalistic work tasks mentioned above.

6 LIMITATIONS AND FUTUREWORK
We do not claim that the presented taxonomy is comprehensive
of all tasks undertaken in journalism or in news production more
specifically. This work is largely an exercise in establishing some
notion that a model such as GPT-4 has a reasonable degree of
knowledge of what constitutes newswork, though there may still
be gaps in what we are able to uncover.

One of the limitations of this experiment is the lack of diversity
in types of roles within newsrooms when surveying GPT-4 for
tasks. We only prompted GPT-4 for the work “a journalist” might
do, thus the outputs we analyzed largely depended on what it asso-
ciated with the word “journalist.” It is evident that newsrooms are
highly collaborative and people serve varying roles in newsrooms.
Therefore, the tasks they do will differ depending on the roles they
occupy (e.g., a news photographer and an audience engagement
editor might do very different tasks). Investigating how the outputs
from GPT-4 might differ based on different newsroom roles could
reveal discrepancies in its understanding of more specific aspects of
newswork. Similarly, adjusting other features such as organization
types and sizes may or may not impact what GPT-4 determines to
be important tasks as well.

Another limitation in this experiment is the lack of practitioner-
centered validation and adaptation of this taxonomy. Though we
cross-referenced the output from GPT-4 with the tasks on the
O*NET database, it is ultimately up to practitioners to assesswhether
these descriptions are accurate or comprehensive. This experiment
would benefit from different types of user studies such as surveys,
or ethnography as a comparison metric for the level of specificity
and the span of coverage of the output provided by GPT-4 and the
resulting taxonomy. It can also be improved upon by situating it
within literature on journalistic work and assessing whether the
categorizations of journalistic work aligns with that of journalism
researchers.

Lastly, given the observed influence of how the descriptions of
work activities in the prompt change the outputs of GPT-4, espe-
cially by the verbs used to describe tasks. Changing the wording of
the activities in the prompts might change the outputs in ways we
have not explored yet and could shed light on different prompting
strategies when adapting language models into practice.

Overall, this work begins to establish the range of “understand-
ing” GPT-4 might have for the work of journalism. Nevertheless,
there are many directions this current taxonomy can extend to. For
one, it could serve as a baseline for further investigations of the
usage of AI in journalism tasks, such as though a survey. Specifi-
cally, we are interested in exploring the current strategies for and
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attitudes towards completing these tasks, the compatibility for
adopting AI-assistance to each of these tasks, and the criteria for
evaluating successful performance on these tasks such that human
journalists could confidently delegate such tasks to an agentic AI
system.

7 CONCLUSION
In this paper, we present an analysis of GPT-4’s knowledge about
journalistic tasks and compare it to an existing database of occu-
pation descriptions provided by O*NET. We situate the analysis
within the context of developing agentic systems for journalism and
provide possible frameworks for the development of such systems
for specific categories of journalism tasks. We conclude by pointing
out the limitations and future directions of this work.
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